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ABSTRACT 

Coronagraphs for extra-solar planet detection m o v e  diihcted stellar light through the combination of a 
coronagraphic mask and a Lyot stop. When the entrance pupil contains a nearly perfect wave fiont, most 
of the stellar light is absorbed at the mask. Light scattered around the spot due to mid- and high-spatial 
fiequency phase errors in the pupil appears at the Lyot plane as speckles whose amplitudes are praportional 
to the local wave h t  phase residuals. The speckles scale with optical wavelength but are not radially 
smeared. The Eclipse deformable mirror (DM) can be used to modify the Lyot amplitude distribution, 
providing a simple means of estimating the residual phase content and controlling the wave front. To 
reduce the detrimental noise carried by uncontrollable high-spatial frequency wave front components, the 
Lyot plane signal is liltered at the science plane to pass only the controllable spatial frequencies that 
contribute to the dark hole. The Lyot stop is then reimaged onto a detector. We demonstrate through 
simulations that this approach signiscantly improves the signal-to-noise ratio of the planet measurement. 
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1. INTRODUCTION 

Advanced coronagraphs on space-based telescopes are a promising technology for the direct detection of 
extra-solar planets. The Eclipse mission is a proposed 1.8 m visibletnear-IR telescope whose goal is to 
detect Jupiter-mass planets around a sample of hundreds of d y  stars [l] The Eclipse coronagraph is 
designed to remove difiktion to levels < IO” of the light in the Airy core. The coronagraph incorporates a 
highdensity deformable mirror capable of correcting the scattered wave front to sub-Angst” precision 
and creating a so-called “dark hole” p] extending to 40-50 Airy rings. 

The abdity to sense wave fronts at the Angst” level using starlight is a critical technology for Eclipse 
and other coronagraphs. Wave h n t s  can be sensed in several ways. First, a ‘htend’ sensor - one that 
collects light in front of the coronagraph mask - can be used. A proposed method of frontend sensing is 
the application of a Gexhberg-Saxton (GS) algorithm to defocused images and a pupil image, as discussed 
in Redding et al [3] and Green et al [4]. This approach uses all the available starlight but places 
challenging requirements on detector calibration (e.g. MTF calibration and flat-fielding). Chromatic 
smearing of speckles in the (defocused) image plane may limit the useful optical bandwidth of the 
algorithm. We speculate that the GS algorithm can be applied at the ‘back end‘ images of the Lyot stop 
and the final focal plane. Again, chromatic smearing is a limiting factor but it may be less important as the 
dynamic range for wave front sensing is orders of magnitude smaller at the back-end where virtually all of 
the starlight has been removed. Traub has proposed a technique that uses the deformable mirror (DM) to 
iteratively remove speckles h m  the center of the image out toward the edges [5]. It is similar in principal 
to the Clean-like algorithm proposed by Burrows [6]. 

In this paper we propose a back-end wave h n t  sensing approach that does not make use of image plane 
data. Instead, we measure the wave fiont through two images of the Lyot plane; the first image uses the 
nominal wave h n t ,  while the second calls on the DM actuators to move by a kuown amount. Being pupil 
images, there is no radial chromatic smearing. Thus the technique works in broadband light providing 
excellent sensitivity. 

* Contact idormation: Address: 4800 OakGrove Dr., MS 301-486, Pasadena, CA 91109. e-mail 
stuart.shaklan@jpl.n.gov 

mailto:stuart.shaklan@jpl.n.gov


The following section derives the simple theory and algorithm behind this approach. We also calculate the 
shot-noise limited signal-to-noise ratio. In Section 3 we show several examples and introduce the science- 
plane spatial filter that removes uncontrollable bigh-spatial fkquency noise from the wave front 
measurement. 

2. REIMAGED LYOT PLANE WAVE FRONT SENSING 

When a small, opaque mask is placed on-axis at the image plane of a telescope, the image of an unresolved 
on-axis source is largely obscured. However, mid- and hi&-spatial frequency light is scattered o f f d ,  
avoiding the mask and continuing on through the system. Several authors have proposed dif€&rent masks, 
including general taperiug [I, band-limited [8], central phase-shifting [9] and 4-quadrant phase shifting 
[lo]. The various masks can be optimized to improve throughput, "ize search space, decrease 
sensitivity to pointing errors, allow close-in searches near the central lobe, etc. The wave front sensing 
technique descriied below can be used with any of the masks. 

Assume that the wave front phase deviations g(x) are small compared to a radian, @(x) << 1 ,  and 
likewise that amplitude variations a ( x )  across the pupil are mall compared to the average amplitude, 
~ ( x )  CK 1. Then given the pupil function P(x) we can express the wave fkont at the pupil by 

- 
Expressing Fourier-Transformed quantities using the tilde symbol, e.g. E = FT(E) ,  and convolution 
using the @ symbol, the field at the image plane is given by 

3 = &r)@ [8(r)+a"(r)+i&r)+ia"(r)@j(r)] . (2) 

.. 
We will now ignore the second order cross-term a" 8 # as it is much smaller than the first order tenns 
under the stated conditions. 

The image plane mask is a function M ( r )  that multiplies the image plane field to yield the transmitted 
field 

ET = M(R)  [ F( r) @ [S(r) + a"(?-) + iJ( r) + iii( r) 0 $(.)I . (3) 

Mask M ( r )  mainly absorbs the delta-function in eq. 3 while passing off-axis ( r f o )  light. For 

purposes of simplicity, we will ignore the Airy function p(r) in eq. (2) and consider an ideal coronagraph 
mask that eliminates only the delta-hction, so that the light passing the mask is given by 

E 4 ( r ) + $ ( r )  . (4) 

The approximation ignores bluning of the speckles in the image plane due to Pas well as bluning of 
speckles in the reimaged pupil plane due to M . This leads to small m r s  in the simplistic wave front 
control algorithm ( Sect. 4). This can be addressed with a more rigorous mathematical approach. It is also 
correctable by iterating the solution, as the approximation errors are a small hc t ion  of the recovered wave 
front. 

Reimaging of the pupil (normally to the plane where the Lyot stop is applied) then yields the field 
amplitude 

and intensity 
E = a ( x )  + @(x) ( 5 )  



I =I E f= U ( x y  + g(x)’ . 

This is the observed intensity at the reimaged Lyot plane (RLP). 

Let’s now change the wave front phase by a known amount A(x) to form a new wave front 
+$,(x) = 4 ( ~ )  + A(x). The observed RLP intensity is then 

I ,  =a@)’ +@,((x)’ 

(7) 
= u(x)’ + g(x)’ + A(x)’ + 24(x)A(x) 

We can now estimate the wave fiont phase 4(x) by forming 

8 = ( I ,  - I  -A(x),)/2A(x) 

Eq. 8 is the fundamental equation for RLP wave f r a t  Sensing. It includes two measured quantities, RLP 
images Iz and I ,  and a knom phase change A(x) . In practice, A is the change in phase at the RLP for 
a given phase change at the DM. This is calculated using an accurate model of the system that propagates 
the DM influence function to the RLP. If knowledge ofA is in error, a situation caused by DM calibration 
errors or DM drift, then 4 will also be in error, but the process should converge as 4 improves. Given 
accurate DM calibration and adequate signal-ta-noise, this approach requires just two images I and I , .  

n n 

We note that eq. 8 senses only the imaginary part of the wave front, that is the part related to pupil phase 4 
and not amplitude mors a . Probably the best means of measuring u is to make a direct image of the pupil 
at the fiont end. A signal-to-noise of - 500 is required to estimate a to 0.001, which is equivalent to 
estimating phase to 0.001 radians according to eq. 5. The broadband nature of the ovmll complex field 
solution will be impacted because amplitude errors propagate with cWerent wavelengrh dependence than 
optical path errors. Given front-end measurements of u and l U P  measurements of e ,  we have a wave 
front sensing solution capable of describing the complex field in the pupil. 

An important advantage of our p l y  pupil-plane approach is that the RLP signal is unaffected by the 
presence of a planet, as long as the integrated planet signal is small compared to the integrated light m the 
dark hole. This is in contrast to image plane wave f i a t  sensing, where the planet signal, if it is neaf the 
h e r  portio~ of the dark hole, is indistinguishable from a speckle. 

3. SIGNAL-TO-NOISE IN THE SHOT-NOISE LIMIT 

Consider the signal at the RLP when the coronagraph mask is removed. All of the light reaches the RLP 
and the intensity is I = 1 when amplitude errors are ignored. As amplitude errors fluctuate much more 
slowly in time than phase errors, they can be considered static during wave fiont sensing so they don’t 
impact the signal-to-noise ratio (SNR) .  

We define as the mean number of photons per coherence cell (or per DM actuator) detected without the 
mask When the mask is in place, the intensity at the RLP is I = (b2 and the mean number of photons 
detected per coherence cell is 

(111) = @2 

(n, ) = + A)’ 
for the nominal wave front and modified wave fiat,  respectively. As the photon counts are sampled from a 
Poisson distribution, their second moments are given by 



(q’) = n24* i q b 2  

(n,’)=Z2(C+A)4 +E@+A)’ 
We now redefine the wave h n t  estimation equation in terms of detected and mean photon counts: 

4 = (% - 3 - FA2)/2ZA , (1 1) 

=@ wheneq.9issubstitutediMoeq. 11. 

Usingeqs. 9-11,thevarianceofthephaseestimatorisdeterminedtobe 

The SNR is then given by 
I r l  

Eq. 13 shows that for a given phase value@, the SNR is maximized at large A ,  h SNR = 2&14 I. 
Averaging over the pupil, and assuming that 4 has a Gaussian probability distribution with variance C$, 

it can be shown that the average signal-to-noise ratio is (5“) = 1.6&0+ for A =B C#. There is, 

however, a practical limitation to the accuracy of 6 at large A . As noted earlier, DM drift and calibration 
errors, and errors in the optical model of the system lead to errors in the ‘known’ vdue A .  These are 

exacerbated as A grows to values >> the nominal phase error q. In the following section, we have 

chosen somewhat arbitrarily IAl= 2OC, leading to a reduction of the SNR to SNR; - f ig+, or 

tT42 = 1 / F . The optimal choice of A will ultimately depend on the systematic noise floor. 

A+- 

4. SIMULATIONS 

We have simulated the RLP wave front sensing process for several cases, namely noise-fiee sensmg, 

sensing in the presence of uncontrollable spatial hquencies f 2 fNypuid (the DM cutoff lkqwney, 
sensing in broad-band light, and the shot-noiselimited case. 

At the core of our simulation engine is a physical optics propagation code developed by D. Moody at JPL. 
The code handles high-precision wave hnt propagation both in the Fraunhofer regime and in near-field 
cases. It also generates DM wave fiats by convolving the commanded actuator pistons with a measured 
influence function. It is also capable of generating shaped wave k t  noise on the DM to simulate 
uncontrolled @-Nyquist) spatial fresuences. W e  the code is set up to simulate plane-to-plane 
propagation fhr the Eclipse Testbed, it is a general-purpose tool and for simplicity we have chosen to utilize 
only the Fraunhofer propagations for the present work. 

The model parameters for our coronagraph are given in Table I. The Gaussian mask and Lyot stop are 
paired to reduce dSmctiOn to levels below lo4 of the Airy peak. The Gaussian mask FWHM of 425 
microns reaches halfwwer at the fourth Airy ring (after accounting for the Lyot CEiameter of 0.75 pupil). 
The edge of the Lyot stop is smoothed with a half-wdth of 3% of the pupil diameter. This helps reduce 
ringing in the image plane and decreases the bleeding of high-spatial fkquency light into the central dark- 
hole. The DM is a large format version of the 42 x 42 device currently under test at JPL. The Xinetics DM 
has a 1 um piston capability with 1 mm pitch. Trauger et al [ 1 13 provides a &tailed description of the DM. 



TABLE I: Coronagraph Parameters 

Add shaped noise 
2 nm rms sur$ace 

DM 
Pupil Diameter 
DM sampling 
Pupil f#: 
Reference Wavelength 
GaussianmaskFWHM 
Mask central transmission 
Lyot-stop Diameter 
Image plane samplmg 

Add- 4 toDM 
in sensed region of pupil 

96x96 actuators on 1 mm spacing. 
96 mm 
0.25 mm in pupil, inside 1024 x 1024 array 
60 
850 mn 
425 microns 
0 (perfectly opaque at center) 
0.75 of pupil diameter, gradent edge 
13 microns at reference wavelength 

The simulation process is shown 
in Figure 1. First, we use a 
normal distribution to place a 
random wave front on the DM. 
We choose a surface r.m.s. of 2 
Angstrom (for a wave fiont r.m.s. 
of 4 A). We also select a wave 
fiont change Awith an 
amplitude of +I- 4 A and a 
random sign. That is, each 
actuator has a phase change 
randomly selected h +I- 4A. 
Another possible choice is a 
checkerboard pattern, but we 
found that the regularity of the 
pattern introduced a large spike 
at fivydalong the axes. We 
chose an amplitude of 4 A 
because it is small enough that 
DM calibration errors should be 
negligible, it does not require 
large dynarmc range on the 
detector, and it carries a 
moderate noise penalty compared 
to the biting case A + -(eq. 
13). While the constant 4 A 
amplitude ensures some wave 
fiont sensing ability at aU points 
on the pupil, the sensitivity is not 
uniform as congruent blocks of 
like-sign (e.g. large areas where 
all actuators have +4 A) will be 
more or less filtered by the 
coronagraph. Figure 2 shows the 
initial, second. and difference 
wave ffonts. 

The back-focus image is formed 
after Fourier propagations &om 
the pupil to the mask, and the 

I 

Square mask around dark hole 

1 
T 

Reimage Lyot Plane r Intensity = @2 

I Addshotnoise I 
to 11 and 12 

Estimate 4 
from 11, E, and A 

Mgore 1. Simulation process. 
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Figure 2. DM actuator settings. (A) is a 21 x 21 subset of the DM with a 2 A rms. surface. 
(B) is the same set of actuators with +/- 4A added to each actuator. (C) is the random pattern 
of +I- 4 A. The figures depict the commanded actuator pisten: the DM wave front is the 
convolution of this pattern with the actnator influence fnnction (fig. 3). 

mask to the Lyot plane. At the back-focus, 
the dark hole forms with a dimemion 
determined roughly by the DM Nyquist 
fi-equency fxWuirr. Around the dark hole, a 
large ‘wall‘ of light exists for which there is 
no means of control in the system. The 
shaped noise (described in Example 2 
below) deterruines the distribution and 

near the edge of the hole. The light carries 
much energy and therefore much noise. We 
remove the light by placing a square filter 
around the dark hole, passing only the 
‘good’ light that we wish to controL The 
filter is a few speckles mower  than the 
formal Nyquist limit because the large wall 
of light partially diilbcts into the dark hole. 
This reduces resolution on the DM but it 
does not affect the ability to measure and 
correct the wave h n t  within the Ukred 
region. 

amplitude of this li& mostly conmtrated 

A final Fourier Transfm takes us to the 
rehaged Lyot plane (RLP) where we 
measure 1, and and add shot noise. We 

- OM Mumcelunetion 

51) 1w -0.4 
0 io 

Figure 3. The backend influence function is the image of 
the DM influence function. Ringing is caused by the 
coronagraph mask, while broadening redts from the 
image plane Nyquist bloeldng mask The plot width 
represents 15 mm (15 actuators). The DM Mucence 
function was measured on a Xinelics device. 

also form an auxiliary image (in field, not intensity) using the difference wave h n t  (starting with the DM 
amplitudes in fig. 2C) that becomes A in eq. 1 1. 

Example 1: Noise-free imaging 

In our first example, we assume that the DM is a perfect mirror whose surfixe is limited only by the 
actuator piston - there are no spatial fi-equencies present beyond the Nyquist frequency (0.5 cycled”). 
The actuators are drivea to a random position resulting in a 2 A rsts. surface (4 A wave front). There are 
no other optical errors in the system. The influence function for an actuator is shown m fig. 3. 



Original Dark Hole Improved Dark Hole 

image lmpmvement after Wave Front EsUmade 

..... lmpmved image 
61 
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200 
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Figure 4. Image improvement after RLP measurmenet and wave dront control. Upper 
lek  Log-seaIe plot of original dark-hole, due to 4 A rms. wave h n t  errors. Upper 
righk Using the same scale, this is the improves dark hole after wave dront control The 
mean and standard deviatiom are 40 times m U e r  than the original image. Bottom: An 
off-center scan across the dark hole showing the original and improved speckle pattern. 

I I 
We follow the procedure outlined in figure 1 to estimate the wave front. Once the wave front phase is 
estimated, it is filtered to estimate the conect phase to add to the DM to improve the wave bt. At the 
present time we use a simple algorithm to perform the fltering - it results in some perfcmnance degradation 
compared to more complex approaches, but it allows us to d e " t e  sub-Angstrom wave hnt control 
nonetheless. The algorithm takes the estimate of fix), which is sampled at 250 miczonS, and bins it to a 1 
mm scale through simple Fourier plane filtering. We divide by the single-actuator amplitude response (lT 
of the back-end influence function, shown in fig. 3) to obtain a more uniform response across the dark hole 
and to reduce high-frequency noise contributions. The result is a 96x96 estimate of the phase at each DM 
actuator. This simple process does not properly treat the convolution of the influence fimction with the 



pixel P d  

A B 
Figure 5. Wave front sensing in the presence of shaped high-frequency noise. (A) shows the 
‘wall’ due to the 4 nm r.ms. wave fiont at Pfw The light level is - l O O x  larger than the light 
level inside the dark hole. (B) shows the region inside the dark hole: only this light is passed 
to the RLP for sensing. Wave front sensing performance is comparable to the noise-fiee case 
(fk.4). 

actuator amplitudes, as the detected signal is the square of the convolved field, This lirnits us to factors of - 
6-7 in wave front improvement and reduces the useful size of the dark hole by - 20%. 

The estimate of wave h n t  phase is only valid over the portion of the pupil passed by the Lyot stop, 72 
actuators wide. We form a new DM wave front by subtracting from the DM our estimated values for the 
72-actuator region, and leave the other actuators unaffected. We propapagate the wave front through the 
system and form a new dark hole image, as shown in fig. 4. Both the image mean and standard deviation 
are reduced by a hctor of 40 compared to the one obtained with a 4A wave b t  The new image is 
consistent with a 0.6 A r.m.s. wave front. 

Example 2: Sensing with f 2 fmukt wave front errors 
Shaped noise at Nyquist and above results fiom polishmg and manufactwing limitations. The DM cannot 
reduce the amplitude of the resultant speckles outside the dark hole. However, bleeding of their tails into 
the dark hole can be corrected using a halfdark hole algorithm at the expense of increasing light levels m 
one-half of the dark-hole. This will be demonstrated in a future paper. 

We add wave front errors with a power spectral density that follows f - 3 .  There is no power at 
frequencies below Nyquist other than the DM actuator piston The r.m.s. value of the high-fkquency 
surface errors is chosen to be 2 nm - ten times larger than the 2 A DM errors, carrying 100 times more 
energy. Fig. 5a shows the ‘wall’ of light around the dark hole. 

Our wave front estimation technique filters most of this light at the image plane. Only the light within the 
dark hole passes through the mask, allowing one to obtain wave fiont reconstructions with performance 
comparable to Example 1. 

Example 3: Broad-band light 
An important advantage of our approach is the ability to sense wave f?onts over a broad optical band. Fig. 
6 shows the RLP signal (proportional to 4’) for a single wavelength 850 nm and a broad band, spanning 

700 - 800 tun. The two are very similar and allow us to p e r f i i  wave front estimation (albeit with reduced 
performance) over 25% and larger bands. In these simulations, the shaped high-kquency light is on and as 
in example 2 it is filtered at the image plane by the square mask The difference between the 



monochromatic and composite cases is due to ,L I- c~nwsite~madb~dimaae 

0.003 radians at A 850 nm, we expect SNRJ = 

9. 
OUT Simulation Ed% ~ I C W U  in Fig- 8, ob- 
an image improvement of 25 Over *e image 
formed with a 4 A wave h u t .  This iS equivalent 
to a 0.8 A r-m-s. result for the Spatial keq-~es 
of inter&. There are two independent 
contributions to the 0.8 A result: the 0.63 A 

two effects; first, the backad influence function 
changes as the coronagraph mask has a slightly 
different effect at each wavelength- Second, the 
image plane mask, which has a fixed physical 
size, is matched to the dark hole at the shortest 
wavelength and is therefore undersized for the 
longer wavelengths. This widens the influence 
function at longer wavelengths. Fig 7 shows the 
improved image at 850 nm after wave fkont 
sensing over the range 700-800 nm. The image 
plane speckle improvement, a fixtor of 6.7 in 
intensity (2.6 in wave front) is mostly limited by 
our simple algorithm which is used unmodified 
&om its monochmatic implementation. We 
also performed the simulation over the 27% 
bandpass spanning 650-850 nm. The results were 
still good: a factor of 4 improvement in speckle 
intensity (factor of 2 improvement in wave 
fkont). One obvious way to improve the result is 
to form an average A for the band pass (we used 
a A calculated for 750 nm). 

Figore 7. Broadband reconstraction using the 
composite RLP images formed by 7004300 nm 
light, and the A image for 750 nm. m e  image 
mean and standard deviation were both reduced 
by a fador of 6.7 over the original one, in&ca*g 
improvement by a factor of 2.6 over the original 4 
~ ~ . ~ - ~ ~ ~ ~ ~ f i ~ ~ ~  

Even if the broadband performance is partially 
limited by the differences in speckle amplitude at 
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Figure 6. Broadband behavior. This plot 
compares the RLP image covering the range 700- 
800 nm with the image at 850 nm. The presence of 
the image plane mask, which is set up to remove 
r>f, noise for the shortest wavelength, blurs the 
image at the longer wavelengths, bat it does not 
dramatically change the pattern. High-precision 
wave front sensing is still possible over this 13v0 
bandwidth. 

the RLP (fig. 6), the wave &ut estimate can be 
improved with additional iterations. This is 
because the speckle intensity is proportional to E 
the square of the wave fiont deviations, and we 
have just shown that the wave fkmt deviations 
are improved by a factor of two in a single 
iteration We thus conclude that the optical 
bandwidth is not a limiting factor; the technique 4 

demonstrates high-accuracy wave fiont retrieval 
even over very large optical bandwidths. 

Example 4: Shot-noise limit 
We added noise to the RLP images of example 1 2 

by considering an integration that gave lo7 
photons per coherence cell, or 7 x 10" photons 
total. For Eclipse with a 100 mn band pass in the 
near infrared, this is obtainable on a V=5 source 
in about 400 seconds. 

3 

' 
Given CF# = 4 A, or a 

Image Improvement after Wave Front Estimate 

....., improved image - Original image 

100 150 200 
pixel 



sm improves when operating at Q=I, k t  
is, d e n  the planet flwr is equal to the mean 

given the 4 A r.m.s. wave front at lambda = 850 nm. 
The shot noise contriiution is - 0.4 A r.m.s. This adds collect, say 3zcT; photons per speckle and I 
Figare 8. Shot-noise limited example. There are 1x10’ 
photons per coherence cell at the front-end, and 65 

the same number for the planet signal. 
planet detection sm is 

The 
when the 

background speckles are stable, and unity 
when background speckle fluctuations are 
the limiting factor. Let’s divide the available 
time into 3 equal periods of duration T, two of which are used for planet wave front retrieval (to estimate 
Il and I2 ) and the third for integration on the planet. The noise on the phase estimate is 0- = 1 / fi 
and we will form a new phase estimate (b’ = 6 - (b = 1 / f i  on average. The back end signal, originally 

%Ti ,  is improved to EO4, = n / n  = 1 photon! This is borne out by our simulation in example 4 we 
started with 65 photons per coherence cell and a 4 A wave front. We achieved a 0.5 A shot-noise-limited 
wave front reconstruction, improving the wave front by a k t o r  of 8 and reducing the intensity at the 
science plane by 8*=64.Thus the reconstructed wave h n t ,  had it not been limited to 0.6 A r.m.s. by OUT 
simple wave fkont control algorithm, would have achieved - 1 photon per coherence cell after RLP wave 
h n t  measurement. 

through proper treatment of the complex back-end 

4 

2 

For our planet imaging example, the Q value is improved to F4’ (the number of detected planet photons in 

time T), while the planet detection SNR is improved by f i  when background shot-noise is important, and 
to &cT4 when background speckle fluctuations are the limiting hctor. For 100 detected photons, this is a 
factor of 10 improvement in SNR even though 2/3 of the available time is used for wave hnt  sensing. 

We noted in Sect. 2 that the while the RLP technique measures only the phase component of the complex 
pupil functio~, the amplitude component can be measured with a direct fkont-end pupil image. With 
knowledge of both the phase and amplitude, the DM can be commanded to generate a phase profile that 
cancels the light in one-half of the image plane, while doubling the energy in the other half of the plane. 
This is similar to the local dark-hole concept proposed by Malbet, Yu, and Shao [2], but the algorithm for 
determining the actuator setting is straightforward since the entire pupil function is known. This will be the 
subject of future work as we learn to improve the RLP approach. 
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